Sparsely-distributed organization of face and limb activations in human ventral temporal cortex
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A B S T R A C T

Functional magnetic resonance imaging (fMRI) has identified face- and body part-selective regions, as well as distributed activation patterns for object categories across human ventral temporal cortex (VTC), eliciting a debate regarding functional organization in VTC and neural coding of object categories. Using high-resolution fMRI, we illustrate that face- and limb-selective activations alternate in a series of largely nonoverlapping clusters in lateral VTC along the inferior occipital gyrus (IOG), fusiform gyrus (FG), and occipito-temporal sulcus (OTS). Both general linear model (GLM) and multivoxel pattern (MVP) analyses show that face- and limb-selective activations minimally overlap and that this organization is consistent across experiments and days. We provide a reliable method to separate face-selective clusters on the middle and posterior FG (mFus and pFus), and another on the IOG using their spatial relation to limb-selective activations and retinotopic areas V4, VO-1/2, and hMT+. Furthermore, these activations show a gradient of increasing face selectivity and decreasing limb selectivity from the IOG to the mFus. Finally, MVP analyses indicate that there is differential information for faces in lateral VTC (containing weakly- and highly-selective voxels) relative to non-selective voxels in medial VTC. These findings suggest a sparsely-distributed organization where sparseness refers to the presence of several face- and limb-selective clusters in VTC, and distributed refers to the presence of different amounts of information in highly-, weakly-, and non-selective voxels. Consequently, theories of object recognition should consider the functional and spatial constraints of neural coding across a series of minimally overlapping category-selective clusters that are themselves distributed.

© 2010 Elsevier Inc. All rights reserved.

Introduction

Recent findings from functional magnetic resonance imaging (fMRI) studies indicate that human ventral temporal cortex (VTC) contains regions responding more strongly to faces or body parts relative to other objects (Kanwisher et al., 1997; Peelen and Downing, 2005; Pink et al., 2009; Schwarzlose et al., 2005), as well as discriminable distributed activation patterns for object categories across VTC (Haxby et al., 2001). As a result, there is an ongoing debate regarding the spatial organization and function of these regions (Grill-Spector, 2003).

One view of functional organization in VTC suggests a modular organization whereby there is a domain-specific region for processing faces (fusiform face area, FFA) and another domain-specific region for processing body parts (fusiform body area, FBA) and these regions do not overlap (Schwarzlose et al., 2005). This view has been refined over the last decade in a series of reviews (Kanwisher, 2000; Op de Beeck et al., 2008; Peelen and Downing, 2007a,b). However, there are several outstanding issues. First, the modular view does not make particular predictions about the size of these regions, only that they are larger than a cortical column (Op de Beeck et al., 2008). Second, this view is particularly appealing if there is only one (or few) region(s) dedicated to specialized computations for a handful of categories that require unique processing. Third, if these face- and body part-selective activations are distinct brain areas dedicated for specific computations, these areas should be spatially arranged in a consistent manner similar to the organization of early visual areas, where there is a consistent anatomical location and consistent spatial relationship relative to other visual areas. However, there are inconsistencies across studies regarding (1) whether or not face- and body part-selective regions overlap (Peelen and Downing, 2005; Pink et al., 2009; Schwarzlose et al., 2005), (2) if there is one or more than one face- and body part-selective region in VTC (Peelen and Downing, 2005; Pink et al., 2009; Schwarzlose et al., 2005), and (3) whether or not there is a consistent spatial relationship between face- and body part-selective activations.

These inconsistencies are due in part by the assumption that there are a definitive number of face-selective activations. For example, the standard model of face processing suggests three core face-selective regions in the occipital and temporal lobes (Haxby et al., 2000): a region in the fusiform gyrus (FFA) dedicated for face detection and identification (Andrews et al., 2002; Grill-Spector et al., 2004; Hasson...
et al., 2001; Tong et al., 1998), a region in the inferior occipital gyrus (typically referred to as the occipital face area, OFA; Gauthier et al., 2000), and a region in the posterior superior temporal sulcus (pSTS) thought to be involved in processing dynamic aspects of faces such as emotion and gaze (Andrews and Ewbank, 2004; Engell and Haxby, 2007; Haxby et al., 2000; Ishai et al., 2000; Puce et al., 1998). Thus, using general linear model (GLM) analyses, researchers usually label face-selective (as compared to objects) activations on the fusiform gyrus (FG) as the FFA, even when these activations are split into two separate clusters (e.g. Grill-Spector et al., 2004). However, in some studies when the OFA is absent, the anterior FG cluster is labeled as the FFA and the posterior FG cluster is labeled as the OFA even when the activation is clearly on the posterior FG (e.g. Tsao et al., 2008). Likewise, any FG or occipito-temporal sulcus (OTS) activation for the visual presentation of bodies and/or limbs compared to objects is labeled as the FBA, regardless of its overlap with the FFA or its precise location relative to the FFA. While this ventral temporal body part-selective activation tends to be reported lateral to face-selective activations (Peelen and Downing, 2005; Pinsk et al., 2009; Schwarzlöwe et al., 2005), there is variability in its location: sometimes it is reported anterior to the FFA, while other times posterior to the FFA. This variation in location is reported within the same study at standard resolution (Peelen and Downing, 2005), high-resolution (Schwarzlöwe et al., 2005), and even when attempting to separate both the FFA and FBA into separate clusters (Pinsk et al., 2009). The inconsistent spatial relation between face- and limb-selective activations violates one of the principles for parcellating cortex into areas (Felleman and Van Essen, 1991). If we use retinotopic divisions as a guide, researchers always delineate V2v between V1 and V3v, as there is a consistent organization of these areas relative to one another. Consequently, an open question remains if there is a consistent fine-scale organization among VTC regions, which may have been overlooked due to a combination of prior imaging and analysis methods.

An alternate view of functional organization in VTC suggests a highly overlapping and distributed organization for faces, limbs, and objects. This view is supported by evidence that different categories generate different distributed response patterns (referred to as multivoxel patterns, MVP) across VTC (Cox and Savoy, 2003; Edelman et al., 1998; Haxby et al., 2001). Further support for this view comes from evidence that MVPs across VTC contain information about object categories and faces even when excluding category-selective regions (Haxby et al., 2001), and that activations for faces and body parts in VTC overlap which suggests a common region for processing these stimuli (Peelen and Downing, 2005; Peelen et al., 2006). However, as with the modular view, there are outstanding issues. First, MVP analyses tend to ignore the spatial organization of category information across VTC, and only measure whether or not activations are informative. Second, while research indicates that there is category information in MVPs both inside and outside category-selective regions (Grill-Spector et al., 2006; Hanson and Halchenko, 2008; Haxby et al., 2001; Sayres and Grill-Spector, 2008; Schwarzlöwe et al., 2008; Spiridon and Kanwisher, 2002), there is no coherent answer as to whether there is equal information across highly-, weakly-, and non-selective voxels. Third, this view does not attempt to explain why there are clusters of selectivity for some categories, but not others (e.g. there does not seem to be a brain region dedicated for processing cars, but see Gauthier et al., 2000).

While traditionally the GLM approach is used to define regions of selectivity and MVP analyses ignore spatial organization, MVP analyses can also be used to elucidate the spatial and functional organization in VTC (Doming et al., 2007; Peelen et al., 2006). These MVP analyses can elucidate, for example, whether face- and body part-selective activations in VTC are overlapping or distinct. One concern using the GLM approach to address this question is that the outcome may depend on the analysis steps, especially whether or not the data are spatially smoothed and the threshold used to define the activations. If data are spatially smoothed and low thresholds are used, activations may appear overlapping, but if there is no spatial smoothing and a high threshold is used, activations may appear distinct.

Here we propose that MVP analyses can also be used to examine the spatial organization of distributed responses both across as well as outside category-selective regions with the advantage that the results are threshold independent (Peelen and Downing, 2007a,b). If we find that MVPs for faces and limbs across VTC are anticorrelated, it would indicate that distinct subsets of VTC voxels respond preferentially to faces and limbs. Such a finding would be consistent with the modular view if the anticorrelation between MVPs is driven by category-selective regions. However, if GLM analyses reveal overlapping face- and limb-selective regions, it does not necessarily mean that there is a common representation of faces and limbs because there are two possible outcomes. One possibility is that MVPs to faces and limbs are positively correlated, which means that voxels preferring faces also prefer limbs. Alternatively, distributed responses to faces and limbs may be decorrelated, suggesting that the degree to which a voxel prefers faces is uninformative about the degree to which it prefers limbs.

To address these outstanding fundamental issues, we examined the nature of the functional organization of face- and limb-selective activations in human VTC both across category-selective regions as well as outside them. We measured subjects’ brain activations in VTC while they viewed objects from six categories (Fig. 1) using high-resolution fMRI with no spatial smoothing, which provides a more accurate spatial measurement of activations. Using a combination of GLM and MVP analyses, we addressed the following questions: (1) Is there one, or more than one, face-selective and limb-selective activation in lateral VTC on the fusiform gyrus and occipito-temporal sulcus? (2) Do a majority of face- and limb-selective voxels overlap? (3) Is this organization consistent across sessions within subjects, as well as between subjects, and relative to retinotopic visual areas? (4) Is this organization reproducible across paradigms (block, event-related), tasks (1-back, categorization), and sessions (same day or five months apart)? (5) What is the relationship between the distributed responses for faces and limbs? (6) Is there differential information about faces and limbs across highly-, weakly, and non-selective voxels?

Materials and methods

Subjects

Seven subjects (2 female, ages 24–39) participated in four experiments on two separate days about 5 months apart. All subjects participated in additional scans in which we acquired a whole brain anatomical volume and performed standard retinotopic mapping (see Sayres and Grill-Spector, 2008). Written consent was obtained from each subject, and the procedures were approved by the Stanford Internal Review Board on Human Subjects Research.

Experiments

We used gray-level images subtending a visual angle of 7.125° from the fovea presented with Psychophysics Toolbox (Brainard, 1997) using code written in MATLAB (The Mathworks, Natick, MA).

Experiment 1, Day 1 and Experiment 3, Day 2: block design, 1-back task

Experiments 1 and 3 were identical, but conducted on separate days on average 5 months apart. Subjects participated in 2–4 runs of this experiment in separate sessions during which they viewed images of faces, limbs, flowers, houses, cars, guitars, and scrambled objects in 12-s blocks (Fig. 1A). Images from each of our categories appeared in variable viewing conditions. Faces, flowers, houses, cars, and guitars were from a database used in our previous studies.
(Grill-Spector and Kanwisher, 2005; Grill-Spector et al., 2004; Sayres and Grill-Spector, 2008). Limb stimuli included both upper and lower limbs, always included the digits, sometimes included the arms and the legs, and were used in Sayres and Grill-Spector (2008). Each run consisted of 4 blocks of each condition and 6 blank blocks. Subjects performed a 1-back task where they responded by button press when two consecutive images were identical while maintaining fixation. Categories were counterbalanced within each run and images were not repeated across runs.

**Experiment 2, Day 1: event-related, categorization task**

One concern about interpreting the results of block design experiments is that the blocking generates a context. To determine whether categorical effects are influenced by this factor, subjects participated in an event-related experiment in which they viewed images of faces, limbs, cars, and houses one at a time in a rapid event-related design (Fig. 1B). Each trial lasted 2-s, where an image was presented for 1-s followed by a 1-s blank. Subjects participated in 6–8 runs each containing 156 trials. For each category, 12 images were seen once (‘different’) and 2 images were repeated 6 times (‘same’) during a run. ‘Different’, ‘same’, and blank trials were counterbalanced for the n–1th trial within each run, and the categories were counterbalanced within each of the ‘same’ and ‘different’ trials. Images were not repeated across runs. Subjects were instructed to categorize each of the images using a separate button press for each category while maintaining fixation. Only ‘different’ trials were used for the analyses presented in this study. Comparison of responses to ‘same’ trials vs. ‘different’ trials were performed in a separate study examining the effects of repetition on category-selectivity (Weiner et al., 2010).

**Experiment 4, Day 2: block design, categorization task**

In 6–8 runs of 29, 12-s blocks, subjects viewed intact, gray-level images of faces, limbs, flowers, cars, guitars, and houses (intact block), which alternated with blocks of scrambled images of these categories (Fig. 1C). Each intact block contained 0–2 scrambled images functioning as catch trials that occurred randomly. Half of the intact blocks contained up to eight different object images (‘different’) and half of the intact blocks contained up to 8 repetitions of the same object image (‘same’). Only ‘different’ blocks were used in the analyses. There was one different block per category per run, and a total of 8 blocks per category with different images across runs. Subjects were instructed to fixate and categorize images by a separate button press. Comparing the activations during this experiment with those from Experiments 1 and 3 allows the examination of whether the task (1-back vs. categorization) qualitatively changes activation patterns to different categories.

**Retinotopic mapping**

We defined early visual areas using separate retinotopic mapping scans with standard-resolution fMRI (3 mm voxels). All subjects participated in at least two polar angle scans using a rotating checkerboard wedge and two eccentricity scans using an expanding checkerboard ring (see Sayres and Grill-Spector, 2008). We were able to reliably identify areas V1, V2, V3, hV4, V3ab, V7 (IPS-0), VO-1, and VO-2 (Fig. 2).

**hMT+**

On Day 1, all subjects also participated in a scan aimed to define hMT+. We defined hMT+ as a region in the posterior inferior temporal sulcus (pITs) that responded more strongly to low contrast...
Experiments 3 and 4, Day 2. We acquired 26 slices at a resolution of 1.5 \times 1.5 \times 1.5 \text{ mm} using a two-shot T2*-sensitive spiral acquisition sequence (FOV = 192 \text{ mm}, TE = 30 \text{ ms}, TR = 2000 \text{ ms}, flip angle = 77° and bandwidth = 125 \text{ kHz}). Inplane anatomicals were acquired with the same prescription using a SPCG sequence (TE = 1.9 \text{ ms}, flip angle = 15°, bandwidth = 15.63 \text{ kHz}).

**Anatomical brain volumes**

A high-resolution anatomical volume of the whole brain was acquired with a head coil using a T1-weighted SPCG pulse sequence (TR = 1000 \text{ ms}, flip angle = 45°, 2 NEX, FOV = 200 \text{ mm}, resolution of 0.78 \times 0.78 \times 1.2 \text{ mm}).

**Data analysis**

Data were analyzed with MATLAB (version 7.3) using the mrVista toolbox [http://white.stanford.edu/software](http://white.stanford.edu/software).

**Anatomical data**

Anatomical volumes were segmented into gray and white matter and from this segmentation we reconstructed the cortical surface for each subject. Each subject’s data was aligned to their high-resolution anatomical volume, enabling us to compare regions of interest across scans and to visualize activations on the inflated cortical surface.

**Time course processing**

Functional data of each session were motion corrected using an affine transformation (Nestares and Heeger, 2000). Time series data were filtered using a temporal high-pass filter with a 1/20 Hz cutoff and then converted to percentage signal change by dividing the time series of each voxel by its mean intensity. Standard general linear model (GLM) analyses were used to create voxel-by-voxel activation maps (Worsley et al., 1997). Data were not spatially smoothed. We estimated the BOLD response amplitudes for each stimulus category by computing the beta coefficients from a GLM applied to the preprocessed time series of each voxel using as predictors the experimental conditions convolved with the hemodynamic impulse response function used in SPM2.

**Region of interest (ROI) selection**

**Functional ROIs.** ROIs were defined on a subject-by-subject basis using only Experiment 1, Day 1 data and distinct anatomical and functional boundaries (Fig. 2 shows an example subject). Three face-selective clusters were defined with a contrast of faces > flowers, cars, guitars, and houses (t > 3, p < 0.002, voxel level): (1) middle fusiform, mFus (7/7 subjects), (2) posterior fusiform, pFus (6/7), and (3) inferior occipital gyrus, IOG (7/7). Two limb-selective clusters were defined with a contrast of limbs > flowers, cars, guitars, and houses (t > 3, p < 0.002, voxel level): (1) occipito-temporal sulcus, OTS (7/7), extending to the lateral fusiform gyrus and (2) inferior temporal gyrus, ITG (7/7). We also localized a house-selective cluster (houses > faces, limbs, flowers, cars, guitars, t > 3, p < 0.002, voxel level) in all subjects along the collateral sulcus (CoS) and parahippocampal gyrus. The house-selective CoS is likely to be similar to a building-selective region that has previously been reported (Aguirre et al., 1998; Epstein and Kanwisher, 1998).

**Anatomical ROIs.** We also defined four anatomical ROIs on the gray matter (Fig. 3) of each subject and hemisphere to provide an independent and unbiased way to select voxels for our multivoxel pattern (MVP) and titration analyses. The first ROI covered the OTS, fusiform gyrus (FG), and CoS. The posterior edge of this ROI was the anterior boundary of hV4 and the anterior edge of this ROI was the middle of the FG (along the anterior–posterior axis) and is referred to as whole VTC. The second and third ROIs were created by dividing the whole VTC ROI down the anterior–posterior axis along the mid-fusiform sulcus to generate lateral (lateral VTC) and medial (medial

**fMRI data collection**

**Scanning**

Subjects were scanned on a GE 3-Tesla Signa scanner at the Lucas Imaging Center at Stanford University using a custom-built phased-array, 8-channel surface coil (Nova Medical, Inc. Wilmington, MA, USA).

**Experiments 1 and 2, Day 1.** We acquired 12 slices at a resolution of 1.5 \times 1.5 \times 3 \text{ mm} using a two-shot T2*-sensitive spiral acquisition sequence (Glover, 1999) (FOV = 192 \text{ mm}, TE = 30 \text{ ms}, TR = 1000 \text{ ms}, flip angle = 77° and bandwidth = 125 \text{ kHz}). Inplane anatomicals were acquired with the same prescription using a two-dimensional RF-spoiled GRASS (SPGR) sequence (TE = 1.9 \text{ ms}, flip angle = 15°, bandwidth = 15.63 \text{ kHz}).
VTC) partitions. The fourth ROI was a control ROI centered on the anterior aspect of the inferior temporal sulcus that extended to the superior temporal sulcus laterally and OTS medially. This ROI falls outside visually-responsive regions and was used to determine whether spurious correlations in the gray matter can yield similar results to our VTC data.

**Titration analysis: volume of face, limb, and overlapping voxels**

Using the data from Experiment 1, Day 1 and Experiment 3, Day 2, we calculated the overall volume of activated voxels independent of clustering for each of the face or limb-selective contrasts, as well as the overlap between the two as a function of threshold (3 < t-value < 6) in each subject’s whole VTC (Fig. 4B). We then converted these values into a proportion by dividing the number of overlapping voxels by the number of face- and limb-selective voxels, respectively (Fig. 4C).

**Time series signal-to-noise (tSNR) analyses**

To examine whether patchy activations were due to lower signal-to-noise outside than inside activation clusters, we calculated the time series signal-to-noise ratio (tSNR; Kruger and Glover, 2001) in each of Experiments 1 and 3. We created disk ROIs with a 5 mm radius in four locations bilaterally (see Fig. 5A for the disk locations in an example subject). Two of these disks were centered on our face-selective activations, one on the mFus and the other on the pFus. The third disk was centered on the medial VTC along the CoS, and the fourth disk was centered between the two face-selective activations. Within these disks, we extracted the mean raw time series across voxels for each experimental run and computed the tSNR for each experimental run as:

\[ tSNR = \frac{mean \text{ (timeseries)}}{std \text{ (timeseries)}}. \]

**ROI analyses of selectivity**

Using each category-selective ROI defined from Experiment 1, Day 1, we examined the magnitude of responses (Fig. 6) and selectivity (Fig. 7) in the other experiments and sessions. Selectivity \( (d’) \) was calculated separately for each subject using the formula:

\[ d’ = \frac{Preferred \text{ Amplitude} - Nonpreferred \text{ Amplitude}}{\sigma}; \]

\[ \sigma^2 = \frac{residual \text{ variance from GLM}}{df}. \]

where Preferred amplitude is the mean response of the preferred category in each face- or limb-selective ROI. In Fig. 7A, nonpreferred amplitude represents the mean response of all other categories. In Fig. 7B, nonpreferred amplitude is the mean response of inanimate categories used in all experiments (cars and houses), and we calculated the index twice in each ROI, once relative to faces and once relative to limbs to compare the selectivity of the preferred category to that of the second-best category.

**Multivoxel pattern (MVP) analyses across paradigms, tasks, and days**

The MVP for each category was represented as a vector of length \( n \) (where \( n \) is the number of voxels in the ROI) and represents the spatial activation profile for each category. For each voxel we calculated the amplitude (GLM beta) for each condition relative to the mean beta and divided this by the square root of the residual variance of the voxel GLM to convert data into z-scores and remove between-voxels effects. We visualized activations by projecting MVPs of the first layer of gray matter on the cortical surface (Fig. 8).

In order to examine the reliability of the MVPs within a category (i.e. faces in Experiment 1 to faces in Experiment 2, etc.), as well as the relationship of the MVPs between faces and limbs, we measured the correlation between each category within the same session and then across sessions in both our functional, as well as our anatomical ROIs separately in each subject. Fig. 9A represents these correlations averaged across subjects between Experiment 1 and Experiment 2 in the whole VTC, as well as lateral and medial partitions of this ROI. Since the lateral VTC contains voxels with a range of preference to faces and limbs (from strong preference in functional ROIs to weak preference in voxels outside these ROIs), whereas the medial VTC contains voxels that are not selective for either of these categories, we further examined this relationship in the highly-selective voxels for faces and limbs in lateral VTC (i.e. equivalent to the union of our functional ROIs), the weakly-selective voxels in lateral VTC (i.e. the anatomical lateral VTC ROI excluding our functional ROIs), and the non-selective voxels in medial VTC (i.e. the anatomical medial VTC ROI also excluding house-selective voxels; Fig. 9B). To test the stability of our results across days and experiments, we calculated correlations between Experiments 3 and 4 using the Day 2 data and the same VTC partitions from Experiment 1, Day 1 (Fig. 9C). We also ran these analyses in the control ROIs to empirically estimate the baseline correlation between MVPs in gray matter. An analysis of MVPs across all categories in the control ROI show that the average within- and between-category correlations were significantly lower than those we observed for face and limb selective voxels.
correlations were not significantly different than zero indicating that zero correlation is an appropriate baseline. Thus, we tested the significance of MVP correlations compared to zero. All statistical tests on correlations were conducted after performing a Fisher’s transformation on the resulting within- and between-category correlations.

We assessed the stability of MVPs, as well as the amount of information in the distributed responses, by applying a winner-take-all (WTA) classifier. For each subject, we performed this analysis with Experiment 1, Day 1 as the training set and the three other independent experiments as testing sets and then again using the Experiment 3, Day 2 data as the training set and the remaining three experiments as testing sets. The WTA determines the category based on the highest correlation between the training and testing set. We report in Fig. 10 the mean classification accuracy across all categories and training sets. Chance performance is 16.7% because each category’s MVP is compared to six category MVPs. In Fig. 11, we show the classification performance separately for each stimuli. Here we averaged the classifier performance for guitars, cars, and flowers to illustrate the average classification for objects.

Results

Consistent spatial relationship of face- and limb-selective activations relative to each other as well as retinotopic regions

We examined the spatial characteristics of face- and limb-selective activations without spatial smoothing in Experiment 1 to test if there is consistent spatial organization of face- and limb-selective regions in ventral occipital-temporal cortex. Using GLM contrasts and retinotopy, we determined the spatial organization of face- and limb-selective activations relative to each other, as well as relative to retinotopic areas as previous studies reported face-selective activations lateral to hV4 (Brewer et al., 2005; Halgren et al., 1999) and VO-1/2 (Arcaro et al., 2009; Brewer et al., 2005). Fig. 2 illustrates this organization on the brain volume and Fig. 4A on the inflated cortical surface. We located three face-selective regions in both hemispheres using a statistical contrast of faces > flowers, cars, guitars, and houses, 

\[
(t > 3, p < 0.002, \text{ voxel level})
\]

Each cluster had separate anatomical locations where the first is most often located on the mid-fusiform sulcus (mFus) sometimes extending laterally onto the occipito-temporal sulcus (OTS), the second on the posterior fusiform gyrus (pFus) sometimes extending into the OTS/inferior temporal gyrus (ITG), and the third on the inferior occipital gyrus (IOG). Prior studies have typically combined the mFus and pFus together to form the traditional fusiform face area (e.g. Grill-Spector et al., 2004) or have attempted to divide them into separate FFA clusters (e.g. FFA-1/2; Pinsk et al. 2009).

We located two limb-selective regions bilaterally using a statistical contrast of limbs > flowers, cars, guitars, and houses, 

\[
(t > 3, p < 0.002, \text{ voxel level})
\]

Both of these clusters had independent locations where the more anterior cluster most often overlapped with the OTS and sometimes extended into the lateral FG, and the other was found most typically on the ITG (Figs. 2 and 4A). The former likely corresponds to the FBA (or FBA-1/2; Pinsk et al., 2009) and the latter has been included in some studies as an inferior portion of the extrastriate body area (EBA; Peelen and Downing, 2005, 2007a,b; Spiridon et al., 2006). We separated the ITG activation from the other limb-selective clusters around hMT+ because they are consistently separated by a region with differing functional selectivity, namely hMT+ (see Supplementary data and Supplemental Fig. 1).

Each face-selective cluster has distinct boundaries from the others that would otherwise be missed without examining their relation to the limb-selective activations, hV4, VO-1/2, and hMT+ (Fig. 4A).

Specifically, the face-selective mFus has two distinct boundaries: (1) anterior and medial to the limb-selective OTS and (2) anterior and lateral to VO-1/2. Face-selective pFus has three boundaries: (1) posterior and medial to limb-selective OTS, (2) anterior and lateral to hV4, and (3) anterior and inferior to limb-selective ITG. The IOG has two boundaries: (1) posterior to limb-selective ITG and (2) lateral to hV4. Likewise, the face-selective activations serve as reliable boundaries for separating the limb-selective activations. In particular, the limb-selective OTS splits the two fusiform face activations, where it is posterior and lateral to face-selective mFus and also anterior and lateral to face-selective pFus. Comparatively, the limb-selective ITG has four boundaries: (1) lateral to hV4, (2) posterior and lateral to face-selective pFus, (3) anterior to face-selective IOG, and (4) inferior and partially overlapping hMT+. The location of this activation is more variable compared to the limb-selective OTS activation, but it is consistently inferior to hMT+ (Fig. 4A, Supplementary Fig. 1 and Supplementary data). Consequently, our data show that face- and limb-selective regions have consistent locations both relative to each other, as well as relative to retinotopic regions and hMT+.

Minimal overlap between face- and limb-selective voxels

Using an independent VTC anatomical ROI encompassing the OTS, FG, and CoS (see Materials and methods, and Fig. 3), we quantified the volume of face- and limb-selective activations relative to their overlap in both sessions using the same experiment (Experiment 1 on Day 1 and Experiment 3 on Day 2). We found significantly more face than limb-selective voxels in VTC (FS1,48 = 12.9; ps < 10^{-5}), significantly more face or limb activation compared to overlapping voxels independent of threshold (FS1,48 = 6.7; ps < 0.01, Fig. 4B illustrating the Experiment 1, Day 1 data) and no effect of hemisphere (F1,285 = 0.11, p = 0.74). For example, with a threshold of t = 4, there was on average 558 mm³ of face activation, 210 mm³ of limb activation, and 66 mm³ of overlap across subjects and hemispheres (Fig. 4B). These effects are replicated in Experiment 3, Day 2 with a higher resolution of 1.5 mm isotropic voxels (more face than limb voxels: FS1,48 = 10.3; ps < 0.002; more face or limb activation compared to overlapping voxels: FS1,48 = 6.1; ps = 0.02; no effect of hemisphere: F1,285 = 0.89, p = 0.35). Since there is no effect of hemisphere, we quantified the amount of overlap as a proportion of overlapping voxels relative to face- and limb-selective voxels across both hemispheres. This analysis indicates that in either session less than 28% of the limb-selective voxels in VTC also respond selectively to faces, and less than 13% of face-selective voxels also respond selectively to limbs (Fig. 4C). A 2-way ANOVA using as factors category (proportion overlap for faces and limbs across thresholds) and session (Day 1/Day 2), illustrates a main effect of category (F1,189 = 280; ps < 10^{-5}) and no main effect of session (F1,189 = 1.64; p = 0.20), indicating that there is less overlap for faces compared to limbs and these proportions are consistent across sessions and variations in resolutions. Thus, there is a consistent spatial organization of face- and limb-selective activations that minimally overlap with each other as measured by high-resolution scanning methods and no spatial smoothing.

The patchy organization is not due to lower signal-to-noise in high-resolution fMRI

High-resolution fMRI measurements of face- and limb-selective activations are patchier than activations measured with standard-resolution fMRI (voxels of 3 mm on a side, or larger). One concern is that the patchiness results from lower signals or lower time series signal-to-noise (tSNR) in high-resolution fMRI measurements compared to standard-resolution measurements. To examine these possibilities, we examined the mean signal levels and tSNR within and between our clusters of activations. First, we found no evidence for signal drop out between face- or limb-selective clusters (Fig. 5A). Signal drop out typically occurred anterior to our VTC region due to susceptibility artifacts in the region behind the ear canals (anterior to the white disk ROI in Fig. 5A) and in some instances lateral to hV4. Second, the tSNR (see Materials and methods) was comparable within and outside 5 mm disks centered on the mFus and pFus patches.
A 2-way analysis of variance (ANOVA) on the tSNR values across disks and experiments showed no effect of disk location ($F_{3,48} = 0.60; p = .62$), experiment ($F_{1,48} = 0.01; p = .92$), or interaction ($F_{3,48} = 0.08; p = .97$). Thus, our smaller, nonoverlapping face- and limb-selective activations are not a result of signal dropout or low tSNR values for either experiment.
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Reproducible profile of time series and selectivity across scanning sessions

We next examined the selectivity of responses and the stability of category-selectivity within each of our five functional ROIs. These ROIs were defined from Experiment 1, Day 1 data and we measured responses and selectivity by extracting the time series from these ROIs in each of the three other independent experiments. We did not exclude the overlapping regions. While there are differences in the absolute magnitude of response across experiments, which is expected as signals in event-related experiments (Experiment 2) are lower than block experiments (Experiment 3-4), the relative profile of response to different objects in an ROI is preserved. As illustrated in Fig. 6, face-selective IOG, pFus, and mFus all illustrate the highest percentage signal amplitude for faces across experiments, while limb-selective ITG and OTS illustrate the highest percentage signal for limbs across experiments. Similarly, the ranking of nonpreferred stimuli is consistent. For example, in face-selective mFus, houses consistently yielded the lowest response, cars yielded a higher response, and limbs yielded the second-highest response.

To quantify the amount of selectivity within each region, we calculated $d'$ values for each region relative to all categories across experiments (see Materials and methods; Fig. 7A) and found differential selectivity across ROIs. First, each face- and limb-selective cluster has a $d'$ greater than 0, indicating significant selectivity compared to all the other categories ($t$ >3.6, $p$ <.006). Second, there is a difference in selectivity across face-selective clusters (main effect of region, $F_{2,21} = 3.43$, $p$ <.04), where the mFus has higher face selectivity than the IOG ($t(20) = 4.09$, $p$ <.005), but the selectivity of pFus is not significantly different from either cluster ($t$ <1.68, $p$ >.10). Third, there is a reverse trend in the limb-selective clusters, where the posterior ITG illustrates significantly more limb selectivity than the more anterior OTS ($t(20) = 5.9$, $p$ <.005).

We next calculated $d'$ values for the best and second-best category in each region relative to the overlapping categories across experiments (cars and houses, Fig. 7B). The selectivity indices for faces in limb-selective clusters, and the selectivity for limbs in face-selective mFus and IOG are significantly above 0 ($t$ >3.52, $p$ <.01), illustrating that a category-selective region can demonstrate selectivity for additional categories. Selectivity indices for limbs in both limb-selective clusters were significantly higher than the selectivity indices for the second-best category, faces ($t$ >8.03, $p$ <.001). Similarly, selectivity indices for faces in face-selective pFus and mFus were significantly higher than the selectivity indices for the second-best category, limbs ($t$ >5.2, $p$ <.002). However, the face-selective IOG had similar selectivity to faces and limbs as compared to houses and cars ($t$ (6) = .05, $p$ = .96) despite the fact that this region was defined based on its selectivity to faces vs. objects (Fig. 7B). The higher response for limbs in the IOG compared to the mFus and pFus is partially due to a larger degree of overlap between face- and limb-selective activations on the lateral surface. We found that 30% of the face-selective voxels in the IOG overlap with limb-selective voxels, and this overlap is significantly larger ($p$ <.03) compared to the 7% and 5% overlap in the pFus and mFus, respectively. When we excluded voxels from the IOG that were significantly limb-selective and re-calculated $d'$ we found that limb selectivity significantly decreased from 1.14 to 0.91 ($p$ <.02) and there was a slight preference for faces. These results raise the question of whether this IOG region should be labeled as ‘face-selective’ as commonly done in prior studies (Gauthier et al., 2000; Haxby et al., 2000; Grill-Spector et al., 2004, Pinsk et al., 2009) and suggest that caution should be exerted when defining a region as ‘selective to a category’ when a small number of stimuli are used as a comparison.

Taken together, GLM analyses illustrate that activations for faces and limbs alternate in a series of complementary and largely nonoverlapping bands along a posterior–anterior axis across the ITG and OTS for limbs and across the IOG and FG for faces. Limb-selective activations are consistently lateral to the face-selective activations and positioned more posteriorly, creating a series of alternating clusters that are shifted on both a lateral/medial axis as well as an anterior/posterior axis. These face- and limb-selective clusters have distinct selectivities and are arranged in a consistent organization relative to each other and relative to retinotopic visual areas. Therefore, we label these face- and limb-selective activations according to their anatomical location and categorical preference because (1) the activations fall in different anatomical locations (Figs. 2 and 4A), (2) there is typically at least one cluster with a different category preference in between them with little overlap (Figs. 2 and 4), and (3) there is differential face and limb selectivity across clusters which is consistent across experiments (Figs. 6 and 7).

Fig. 5. ISNR measurements: patchiness is not due to signal drop out. (A) Mean map illustrating the extent of activation in raw scanner units on the inflated cortical surface of an example subject’s right hemisphere zoomed on the fusiform gyrus. The map is depicted semi-transparently to allow the viewing of the underlying anatomy. Colored disks illustrate the location of the four disk ROIs. Disks were centered on our face-selective activations (mFus and pFus), between these activations, and on the CoS. (B) ISNR measurements from these disks ROIs averaged across hemispheres and subjects. Left: 1.5 mm isotropic measurements from Day 2 session. Right: 1.5 x 1.5 x 3 mm measurements from Day 1 session. Error bars: SEMs across subjects. OTS: occipito-temporal sulcus; CoS: collateral sulcus.
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Multivoxel patterns (MVP) between faces and limbs are anticorrelated in highly- and weakly-selective voxels in lateral VTC

We complemented the GLM analyses with multivoxel pattern (MVP) analyses with the following goals: (1) to examine the MVPs to object categories across the entire VTC without thresholding, (2) to determine the relationship between spatially distributed responses to faces and limbs across the entire VTC within and outside category-selective regions, and (3) to evaluate the amount of category information present within and outside category-selective regions by measuring classification performance.

Fig. 8 illustrates the MVP of responses to our six object categories in an example subject’s brain. Each category shows a different distributed pattern of response across VTC, with faces and limbs showing higher responses than the mean in lateral VTC and houses showing higher responses than the mean in medial VTC. Cars and flowers show a more diffuse activation. Two effects are notable from visually inspecting the patterns. First, limbs and houses, as well as faces and guitars, show opposite patterns of response, where ‘hot spots’ (warm colors) for one category illustrate ‘trenches’ (cool colors) for the opposing category. Second, the hot spots for faces and limbs alternate. That is, even in unthresholded MVPs it is apparent that different voxels in VTC show preferential responses to faces and limbs.

To quantify the reproducibility and relationship between face and limb distributed responses, we calculated the correlation between face and limb MVPs across the whole VTC anatomical ROIs in Experiment 1 and Experiment 2 on Day 1. We found highly positive within-category correlations for faces and limbs indicating that these patterns are reproducible across Experiments 1 and 2 ($t_{s}>10.6$, $p<10^{-5}$; Fig. 9A) independent of task and experimental paradigm.
Notably, the between-category correlations between face and limb MVPs are significantly negative ($t(6) = 3.7, p < .005$), indicative of anticorrelated responses across the whole VTC. We asked whether this anticorrelated response pattern is driven by voxels from category-selective ROIs or from the non-selective voxels outside these ROIs. Thus, we divided the VTC along the mid-fusiform sulcus to create a lateral VTC ROI that includes the alternating face and limb clusters and a medial VTC ROI that excludes this structure (Fig. 3). We find (1) significantly greater anticorrelation between face and limb MVPs in lateral compared to either whole or medial VTC ($t(25.6, ps < 10^{-7})$) and (2) higher within-category correlation in lateral VTC compared to both whole and medial VTC ($t(4.47, ps < .004$, Fig. 9A). This indicates that distinct MVPs for faces and limbs are driven by separate activation patterns to these categories in lateral VTC, and not from the low responses to these categories in medial VTC.

We next determined whether the relationship between face and limb activation patterns is different across highly-, weakly-, and non-selective voxels. Thus, we repeated the MVP analyses within (1) the union of our face- and limb-selective ROIs in lateral VTC that we refer to as highly-selective voxels, (2) the voxels in lateral VTC excluding the highly-selective voxels that we refer to as weakly-selective, and (3) the voxels in medial VTC that are not face-selective, limb-selective or house-selective, which we refer to as non-selective (see Materials and methods). Notably, MVPs for faces and limbs are more reproducible across the highly-selective voxels compared to the weakly- or non-selective voxels (main effect of region; $F_{2,36} = 61.5, p < 10^{-5}$), and are more distinct (anticorrelated) compared to weakly-selective or non-selective voxels (Fig. 9B, main effect of region; $F_{2,18} = 18.5, p < 10^{-5}$).

Interestingly, even though non-selective voxels in medial VTC contain no face- or limb-selective voxels, the MVPs for faces and limbs are reproducible as there are significantly positive within-category correlations for these categories ($t(25.6, ps < 10^{-7})$). However, the between-category correlation is not significantly different than zero ($t(6) = 0.7, p = .71$), indicating that the MVPs for faces and limbs are functionally independent in medial VTC. We examined the reproducibility of these results by using the same ROIs from the Day 1 session and extracting MVPs from Experiments 3 and 4 from the Day 2 session using 1.5 mm isotropic voxels. We replicate our results from the previous analysis, finding the same relationship among MVPs in the different VTC partitions (Fig. 9C, main effect of region; all $F_{2,18} > 6.6, ps < 10^{-3}$). Therefore, the anticorrelation between face and limb MVPs is (1) not driven by non-selective voxels and (2) limited to highly-selective voxels, but also extends to weakly-selective voxels in lateral VTC.

Finally, to examine if this decorrelated relationship is restricted to non-selective voxels, we repeated our MVP analyses separately in the mFus, pFus, and IOG functional ROIs defined from Experiment 1, Day 1 data (Fig. 4) and examined the correlation between face and limb MVPs using the Day 2 data (Supplemental Fig. 2). We found significant within-category correlations for both faces and limbs in each of the ROIs (all $t(4.05, ps < .005$). However, the between-category correlation of face and limb MVPs were not significantly different than zero in any of the ROIs (all $t(1.09, all ps > .32$). Thus, there is a different relationship between distributed responses for faces and limbs within functional ROIs compared to across ROIs, where MVPs are functionally independent within an ROI and
antecorrelated across ROIs. Interestingly, the IOG shows similar within-category correlations for faces and limbs ($t(6) = 2.47$, $p = .056$), and the mIP puts a trend for more positive within-category correlation for faces than limbs ($t(5) = 4.44$, $p = .004$; Supplemental Fig. 2). These results further support a gradient of face processing across these ROIs as suggested previously by our selectivity analyses.

Taken together, our results across sessions indicate that the MVPs for faces and limbs are antecorrelated when using the entire VTC (Fig. 9A) and this antecorrelation is driven by separate subsets of voxels in lateral VTC that are highly- or weakly-selective to either faces or limbs (Figs. 9B–C). That is, there are distinct subsets of voxels outside the category-selective ROIs that have opposite preferences to faces and limbs. However, this relationship does not extend to voxels within functionally selective ROIs or non-selective voxels because these voxels have independent information, where the degree to which a voxel responds to a face does not predict its response to limbs (and vice versa).

Lateral VTC contains more information about faces than medial VTC

We next assessed the amount of category information within MVPs across VTC voxels compared to MVPs within the control ROI and V1 by applying a winner-take-all (WTA) classifier on these MVPs. We used either Experiment 1, Day 1 data as the training set, or Experiment 3, Day 2 as the training set, and each of the other experiments as testing sets (see Materials and methods). A WTA classifier trained with the whole VTC data determines the object category from the MVPs well above the 17% chance level (mean accuracy $\pm$ SEM: 78$\pm$3%, $p < 10^{-5}$, Fig. 10, right bar). Classification performance was similar across experiments and training sets. A 2-way ANOVA using as factors training set and testing experiment revealed no effects of training set ($F_{1,36} = 3.1$, $p = .09$), experiment ($F_{2,36} = 1.5$, $p = .23$), or interaction ($F_{2,36} = 1.9$, $p = .17$). Similar classification accuracy was found when applying the classifier to either lateral or medial VTC data alone (Fig. 10, middle bars). Further, the classifier’s performance is not a result of spurious correlations within gray matter because the WTA’s classification performance in a control gray matter ROI is not significantly different than chance (Fig. 10 — left bar). Thus, category information in MVPs is consistent across tasks (categorization, 1-back) and experimental designs (block, rapid event-related) and days.

We next examined if classification performance on VTC data is driven by low-level visual differences between images of different categories by comparing classification performance on VTC data to V1 data. We reasoned that if category effects were driven by low-level differences between stimuli, we would find similar classification performance on V1 data. WTA classification accuracy on V1 data was significantly above chance (mean classification accuracy $\pm$ SEM: 45$\pm$6%, $t(6) = 4.96$, $p < .003$) illustrating that there are low-level differences between images of different categories. However, classification within each of the VTC partitions was significantly higher than V1 classification (all $t > 5.99$, all $p < 10^{-4}$, Bonferroni corrected for multiple comparisons). These results indicate that categorical information of VTC MVPs are not just driven by low-level visual information in our stimuli.

Fig. 9. Reproducibility of face and limb MVPs: patterns are antecorrelated in highly- and weakly-selective voxels in lateral VTC, but decorrelated in medial VTC. (A) Within- and between-category correlations of face and limb MVPs. Correlations were calculated across Experiments 1 and 2 in Day 1 in the whole (left), lateral (middle), and medial VTC (right). (B) Within- and between-category correlations between face and limb MVPs across Experiments 1 and 2 in Day 1. Correlations were calculated separately within highly-, weakly-, and non-selective voxels. Highly-selective voxels are the union of face- and limb-selective voxels in lateral VTC which are significant ($p < 0.002$) for the GLM contrast illustrated in Fig. 4 in lateral VTC. Weakly-selective voxels are voxels in lateral VTC excluding the highly-selective voxels. Non-selective voxels are medial VTC voxels excluding face-, limb-, or house-selective voxels. (C) Within- and between-category correlations between face and limb MVPs using the same ROIs as in (B), but for Experiments 3 and 4 in Day 2 session. Left: highly-selective; Middle: weakly-selective; Right: non-selective. Error bars: SEMs across subjects. Asterisks: within-category correlations that are significantly higher than zero ($p < .008$). Diamonds: between-category correlations that are significantly less than zero ($p < .04$).
We further assessed the amount of information in different subsets of VTC voxels by applying a WTA classifier separately for the highly-, weakly-, and non-selective voxels. We examined the classification performance separately for faces, limbs, houses, and objects (average classification performance for flowers, guitars, and cars). A WTA classifier trained with either Experiment 1, Day 1 or Experiment 3, Day 2 data and tested with the other experiments determines the category significantly above the 17% chance level for each of these categories and in each of the VTC partitions (t(6) = 3.44, p < .007; Fig. 11).

Classifier performance was generally highest for faces and lowest for objects (main effect of category, F_{3,72} = 33.8, p < 10^-5). A 2-way ANOVA using as factors region (highly-selective voxels in lateral VTC/weakly-selective voxels in lateral VTC/non-selective voxels in medial VTC) and category (faces/limbs/houses/objects), illustrates that there are different amounts of information in the MVPs of highly-, weakly- and non-selective voxels (category × ROI interaction F_{3,72} = 6.2, p < 10^-3). In particular, classification is best for both the highly- and weakly-selective voxels in lateral VTC. However, there is significantly less information for faces in medial VTC. Classification performance for faces is 66% in medial VTC, compared to the highly- and weakly-selective voxels in lateral VTC where classification performance is near perfect at 97% and 100%, respectively (t(34) = -4.77, p < .003; Fig. 11). In addition, classification for houses shows an opposite trend where classification performance using non-selective voxels in medial VTC is slightly higher compared to its performance using the highly-selective face- and limb-selective voxels in lateral VTC (t(6) = 2.1, p < .08). For limbs, we find similar classification performance across the different VTC subdivisions with an average classification of 94%, 91%, and 83% in highly-, weakly-, and non-selective voxels, respectively. In sum, the classifier analyses illustrate that there are differential amounts of distributed information for faces, but not limbs, in voxels that are highly-, weakly-, or non-selective for these categories.

Discussion

Using high-resolution fMRI (HR-fMRI) paired with general linear model (GLM) and multivoxel pattern (MVP) analyses, we illustrate a series of alternating face- and limb-selective activations that are arranged in a consistent spatial organization relative to each other as well as retinotopic regions and hMT+. These findings resolve an inconsistency in the literature regarding the location and definition of these regions in ventral temporal cortex (VTC). Specifically, our data illustrate that there is not just one distinct region selective for each category (i.e. FFA and FBA) in VTC, but rather a series of face- and limb-selective clusters that minimally overlap, with a consistent organization relative to one another on a posterior to anterior axis on the occipito-temporal sulcus (OTS) and fusiform gyrus (FG). Our results further illustrate that even in weakly-selective voxels outside of these clusters in lateral VTC, the distributed responses for faces and limbs are distinct from one another. Nevertheless, there is significantly more face information in the distributed responses in weakly- and highly-selective voxels in lateral VTC as compared to the non-selective voxels in medial VTC, indicating differential amounts of information in these different subsets of voxels where weakly- and highly-selective voxels are more informative than non-selective voxels. Taken together, our data support a sparsely-distributed organization of face- and limb-selective activations in VTC, whereby sparseness refers to the presence of several face- and limb-selective clusters in VTC with a distinct, minimally overlapping organization and distributed refers to the presence of information in weakly- and non-selective voxels outside of these clusters.

Multiple fusiform face activations are organized in a consistent manner

There is significant variation across studies in the location, number, and definition of face-selective regions in occipito-temporal cortex, as well as no definitive criteria for deciding when a face-selective activation should be considered an area. First, there is a discrepancy in the literature as to where the FFA and OFA are located in VTC. Some groups delineate an anterior fusiform face-selective activation as the FFA and a posterior fusiform activation as the OFA if an activation on the inferior occipital gyrus (the typical location of the OFA) is absent (e.g. Tsao et al., 2008). Other groups merge the two fusiform clusters together as the FFA if the more lateral IOG activation is present (Grill-Spector et al., 2004). Second, high-resolution fMRI (HR-fMRI) indicates that the FFA as measured with standard-resolution fMRI (SR-fMRI) breaks apart and contains clusters that are not face-selective (Grill-Spector et al., 2006). Third, recent SR-fMRI studies indicate that there are more than just three face-selective regions in the occipital and temporal lobes: including two regions on the fusiform gyri (FFA-1 and FFA-2; Pinsk et al., 2009), a region in anterior temporal cortex 40 mm in front of the more anterior fusiform face-selective activation (Kriegeskorte et al., 2007; Pinsk et al., 2009; Rajimehr et al., 2009; Tsao et al., 2008), and two regions on the anterior and middle STS (Pinsk et al., 2009). Fourth, neuroimaging studies in non-human primates illustrate the same variability in the number of face regions in monkey inferotemporal cortex, varying across studies from 2–6 regions (Hadj-Bouziane et al., 2008; Hoffman et al., 2007; Logothetis et al., 1999; Moeller et al., 2008; Pinsk et al., 2009; Pinsk et al., 2005; Tsao et al., 2003; Tsao et al., 2008). Fifth, event-related potentials recorded subdurally from patients find face-selective responses (larger N200 for faces vs. nonfaces) across a large extent of the fusiform gyrus as well as multiple face-selective regions within a single subject that are separated about 1.5–2.5 cm apart along an anterior/posterior axis (Allison et al., 1999). Overall, previous human and monkey studies do not propose definitive criteria for deciding when activated clusters should be separated or combined. Thus, counting the number of clusters that are face-selective is not a productive method in determining the computations involved in face perception.

Instead we propose that systematic criteria can be employed for defining face- and limb-selective activations using spatial relationships with other category-selective activations and retinotopic regions. Using these combined criteria we are able to show a reliable organization of face-selective patches indicating that there are three face-selective clusters along the IOG and FG and two distinct limb-selective clusters on the ITG and OTS. By using HR-fMRI without spatial smoothing in addition to retinotopy, we provide a method to consistently delineate this series of face- and limb-selective clusters. Particularly, hV4, VO-1/2, and the two limb-selective clusters serve as reliable boundaries among face-selective activations, whereas face-
selective pFus serves as a boundary between the limb-selective ITG and OTS clusters. Having consistent criteria to define activations is important for increasing the generalizability of results across studies with normals as well as patient studies (Dalton et al., 2005; Schultz et al., 2006) and for enhancing comparisons across species (e.g. human and monkey fMRI). By adding retinotopy scans as well as body part stimuli in localizer experiments, groups can reliably delineate the face- and limb-selective activations.

While there is variability in the location of the face-selective activations, and not all face-selective activations are identified in all subjects, our method reliably delineates activations systematically across subjects. For example, though Subject 4 does not have a face-selective pFus in the left hemisphere (Fig. 4A), we identified the FG activation as ‘mFus’ rather than ‘pFus’ due to its relationship to VO-1/2 and the limb-selective OTS. Presently the source of the variability across subjects is not well understood and it may reflect individual differences across human brains. This variability may be exacerbated from a susceptibility artifact induced by the transverse sinus located lateral to hV4. The location of the transverse sinus in a particular brain as well as its orientation compared to the magnetic field in the scanner can produce an artifact that may affect the ability to reliably measure activations along the IOG, pFus, and the limb-selective ITG (Winawer et al., 2010).

A gradient of face processing in ventral temporal cortex

Our findings indicate a gradient of face processing as one ascends ventral temporal cortex from the inferior occipital gyrus to the fusiform gyrus. First, selectivity analyses show that each of the face-selective activations (mFus, pFus, and IOG) responds more strongly to faces relative to the mean across other categories (Figs. 6 and 7A), where the IOG has the lowest selectivity for faces. Second, in quantifying the amount of overlap between face- and limb-selective voxels in each of these activations, the IOG has significantly more overlapping voxels than either FG activation. Third, MVP analyses within each face-selective ROI reveal independent information for faces and limbs in each ROI, with a gradient in the reproducibility of limb-MVPs across these regions (Supplemental Fig. 2). Such findings are suggestive of a hierarchy of face processing where there is likely more general processing in the IOG and increased specialization to faces as one ascends this hierarchy to the mFus (which is the most anterior activation measured with our current high-resolution scanning acquisition).

What do our data reveal about the functional properties of the IOG? First, our data suggest that researchers should take caution when labeling an area as face-selective because this selectivity is relative to the categories used. Without using limb stimuli, this region might appear to be exclusively selective for faces. In the present study, this cluster illustrates limb selectivity (vs. cars and houses) that is comparable to its face selectivity (vs. cars and houses, Fig. 7B). On the other hand, our statistical contrast maps (Fig. 4A — red) and selectivity analyses (Fig. 7A) show significant face selectivity (vs. all categories) in this region. The latter finding is consistent with recent reports indicating the IOG (sometimes referred to as the occipital face area, OFA; Gauthier et al., 2000; Haxby et al., 2000; Pinsk et al., 2009; Schwarzlose et al., 2008) responds more strongly to faces compared to headless bodies (Schwarzlose et al., 2008), and body parts (Pinsk et al., 2009). Second, we found that the distributed responses for faces and limbs are decorrelated within the IOG, indicating that despite similar selectivity for faces and limbs across the mean response of this region, there are distinct representations for faces and limbs at a finer spatial scale than the ROI level. Thus, while previous results indicate the involvement of the IOG in face recognition (Pitcher et al., 2009; Rossion et al., 2003; Sorg et al., 2007), we propose that the IOG is intermediate in the hierarchy of face processing.

Laterality of the spatial organization of face- and limb-selective activations

Past studies in normal subjects report laterality effects of face- and body part-selective activations in both the size of the activation (Allison et al., 1999; Golari et al., 2007; Kanwisher et al., 1997) and the ability to detect the activation (Kanwisher et al., 1997; Peelen and Downing, 2005), where there is a right hemisphere bias for both size and occurrence. An interesting observation from our data is that the alternating organization among face- and limb-selective clusters tends to be more consistent in the right hemisphere compared to the left hemisphere. That is, the limb-selective OTS activation intervenes between the mFus and pFus face-selective clusters most clearly in the right hemisphere. In the left hemisphere, however, the limb-selective OTS is lateral to the face-selective activations in all subjects, and intervenes between the face-selective clusters in some subjects. Thus, we propose an additional characteristic of laterality — a difference in the spatial organization among face- and limb-selective activations across hemispheres. We speculate that this difference in spatial organization may be in part driven by the opposite laterality effect observed for the visual word form area (VWFA). The VWFA is often located in the posterior fusiform gyrus (Baker et al., 2007; Cohen et al., 2000; Dehaene et al., 2002) or on two OTS locations (Ben-Shachar et al., 2007, for a review) and is more dominant in the left hemisphere. Future research can test this idea by examining the spatial relation among the word form-, face- and body part-selective activations within and across hemispheres.

Implications for delineation of other category-selective regions

Similar methods to the ones we have developed here can be used to improve the precision and consistency of the definition of other category-selective activations within and across studies (e.g. in lateral occipito-temporal cortex, see Supplemental Fig. 1).

Currently, there is a tendency to label regions in a descriptive fashion such as the ‘extrastriate body area’, ‘lateral occipital complex’, or ‘visual word form area’. A more accurate and consistent nature of functional organization as measured with fMRI in the human and monkey brain can be revealed by (1) making more spatially refined measurements, (2) tracking anatomical locations, and (3) determining the relative spatial organization of category-selective regions relative to other functional regions and visual field maps.

Distributed responses for faces and limbs are anticorrelated with less information about faces in medial compared to lateral VTC

Our MVP analyses complement and extend our GLM analyses both in visualizing the alternating nature of separate clustered activations for faces and limbs, as well as in quantifying the correlation structure of distributed patterns for these categories. First, unthresholded activation maps illustrate that the ‘hot spots’ for faces and limbs alternate (compare Fig. 4A, Subject 1 with Fig. 8), where the voxels that respond highly for limbs are most consistently clustered lateral and posterior to the fusiform clusters that respond highly to faces in lateral VTC. Thus, localizing this series of face- and limb-selective clusters is not dependent on statistical thresholding and GLM analyses. Even with unthresholded MVPs, it is apparent that different sets of voxels in VTC preferentially respond to faces and limbs. Second, our GLM analyses across thresholds illustrateminimal overlap among face- and limb-selective voxels at all thresholds (Figs. 4B–C). Previous results showing significant overlap are likely due to partial voluming effects induced by larger voxels (>3 mm on a side) as well as analysis methods with spatially smoothed activations. Third, our MVP analyses extend this relationship to indicate that voxels that are weakly selective to limbs or faces outside of the clustered activations (which are not picked up by the GLM analyses) have an anticorrelated...
relationship, which is predicted by separate sets of voxels coding each category. Furthermore, our data indicate that this anticorrelated relationship is reproducible across our high-resolution sessions and is specific only to the highly- and weakly-selective voxels in lateral VTC. In fact, we find a different relationship between face and limb MVPS in non-selective voxels in medial VTC where the distributed responses for faces and limbs are decorrelated. This decorrelation contributes to the decrease in classification performance for faces in medial VTC illustrating that this difference in spatial relationship across voxels is indicative of different amounts of information for faces between medial and lateral VTC. Despite this decrease in classification performance, the non-selective voxels in medial VTC can discriminate between animate categories even though there are no voxels selective for either category in this area of cortex.

Taken together, we illustrate that with HR-fMRI and no spatial smoothing, the spatial organization of distributed responses to faces and limbs are anticorrelated in highly- and weakly-selective voxels in lateral VTC, indicating that even weakly-selective, unthresholded distributed responses for faces and limbs are distinct from one another. However, the responses in non-selective voxels are decorrelated. This distinction suggests that there are different amounts of information in the distributed neural code, as well as different spatial relationships between distributed responses in medial and lateral VTC.

Conclusion: sparsely-distributed organization

Our data indicate an interaction between localized cortical clusters and distributed responses across voxels within as well as outside these clusters, suggestive of a sparsely-distributed organization mediating the debate between modular and distributed theories of object representation. Sparseness here refers to the presence of a series of minimally overlapping highly-selective clusters that are arranged in a consistent topography relative to one another as well as early visual areas, while distributed refers to the fact that despite the minimal overlap across clusters, there is substantial (but different) amounts of information in the responses across voxels coding either category. This sparsely-distributed organization is supported by recent cortical connectivity studies indicating a hybrid modular and distributed organization (Borra et al., 2010; Zangenehpour and Chaudhuri, 2005), as well as theoretical work of a sparse-distributed network (Kanerva, 1988).

As scanning resolutions improve for human fMRI studies, the number of clusters is likely to increase, but the alternating nature of face and limb representations is likely to remain in adjacent activations as also suggested by monkey fMRI (Pinsk et al., 2009; Tsao et al., 2003) and optical imaging (Sato et al., 2009). This sparsely-distributed organization brings to question whether category-selectivity is a sufficient criterion to define a brain region. It further suggests that modular and distributed models of object representation should consider how a series of minimally overlapping category-selective clusters that are themselves distributed affect the functional and spatial predictions of each respective model. Future studies of face, body part, and object recognition should therefore examine whether the same or different computations are instantiated in these different clusters and test whether the information within and outside the various clusters is related to performance in specific perceptual tasks.
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